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Abstract

The International Consultative Commitiee for Space
Dara Systems (CCSDS) is preparing to issue its first
recommendation for a digital data compression standard.
Because the space data systems of primary interest are
employed to support scientific investigations requiring
accurate represeniation, this initial standard will be
restricied o lossless compression.

In particular, the demonstrated breadth of applicability
and high performance of what has become known as “The
Rice Algorithms”, has led the CCSDS to recomniend a
version of these algovithms. The key algorithmic and
performance characteristics that have driven the
development of this recommendation are discussed.

1. Introduction

The Consualtative Conunittee for Space Data Systems
(CCSDS) is an international group dedicated to providing
sound technical solutions that are common problems to
all participants. Mcmber space agencies include the
National Acronautics and Space Administration, the
Furopean Space Agency and agencies representing the
United Kingdom, Canada, Russia, France, Germany,
Brazil and Japan. In additon, there are 22 international
ohserver agencies as well. The committee has previously
issued recommendations for the standardization of space-
based telemetry and channel coding systems. They are
currently preparing such a recommendation for a digital
data compression standard 11

The space data systems of interest are primarily
cmployed to support scientific investigations which have
an inherent demand for accurate data representation.
Conscequently, this first issue of a data compression
standard will be restricted to lossless compression.

The “Rice Algorithms™ generally refer to a coliection
of casily plemented adaptive technigues for fossless data
compression. These techniques have already been widely
used, in various forms, o support a broad range of space
data acquisition and storage problems. This demonstrated

breadth of applicabitity and high performance when
applied to real prablems Jed the CCSDS to recommend a
version of the Rice Algorithms for their initial data
compression standard, The key alg orithmic and
petformance characteri sti ¢s that have dri ven the
development of this recommendation are discussed here.

Additional tutorial information and a broader historical
perspective on related developme ats for space
communication can be found in Ref. 2. Precise details of
the standard recommendation are not provided here. The
reader is refericdto Ref. 1 for the definitive specification.

Many details of this paper, including style and
notation, arc drawn from Ref. 3, which can be considered
the primary r¢ ference. The coding principals, along with
notatio n, are developed here in a step-by-step fashion,
Thus, it may be di fficult to derive full comprehension
when skipping overintervening material. 11 is a goalof
this paper that a reader will conclude: “1 understand why
they pursued this standard

11. The overall Coding Problem

As shownin Fig. 1, the lossless cading process can be

partitioned into two steps:

Step 1) Reversible preprocessing of a block of data
samples X into another data block & that has
certain “standard” character istics, and

Step 2) Using adaptive variable-length coding 10
efficiently represent the Standard Source &
block produced by Step 1.

the reversible preprocessing step is crucial to the
overall coding problembut it is secondary (o the main
thrustofl this paper, whichwillfocuson Step 2.
The Standard Source

The output of the idealized preprocessor and input 1o
the adaptive variable leng th coder are blocks of data, 8,

that exhibit certain character istics. First, et

d: O] 6. .. 0y



A PRIORI

[@]F]
INF ORMATION
ﬁ.» OVERALL CODER
INEUT —‘.| IS vww_..v J

cont o

DATA 7.0 _

4 AP BLOCK
HOCK ) £41 VI RSIE > N RS NOONE & E e
5 P PROCE SSOR . £
% _ CoDL it _ 8
— STANDARD

SOURCE

L —

—( CHARAGTE RIS >

FORE XTERNAL
PREPROCESSO!

Fig. 1. The Two Steps
be such a J sample block. Then

A) The J samples are values from the non-negative
nteoers

1) The samples of & have the probability distribution

Ps= {po. 1> - )

¢ The p;) exhibit the ordering pp 2 p 2 p2 2

1) The samples of 6, are independent with themselves
and any available a priori or side information.

While idealized, these conditions can be well
approximated for many practical problems. Inany case, it
is the preprocessor’s lask (o achieve and maintain these
conditions as closely as possible. Consider the
consequence for the second step in Fig, 2.

The coder always has to deal with the same alphibet
(with the exception of its size) repardless of the
originating. source. The proper assigmnent ol shorter
codewords to the most likely integers is established for
any variable length code by the probability ordering
(C). The condition in (13) means that the burden of
making the most from data correlation and a prion
knowledge is placed on the preprocessor. 10 correlation
still exists in &, then perhaps the preprocessor can be
improved, yielding & distributions in which the smaller
intepers occur more frequently.

Coder Performance
The entropy ol a particular distribution Pg is given by

1(Pg): Hg= - 2. pjloga pj (1
i ,

i Pg is unchanging, then Hg is @ bound (o the best
performance of any coding algorithm that follows.
Assuming that condition (1) has been met, Hg is also a
bound 1o the overall performance in Fig. 1. For a given
Pg. the best single variable length code can be de ved
from the Hufftnan :_m_,c_,:_::._ﬁ But the real world hardly
ever produces Pg which don’t change. The real
practical  problem  facing the coder of
preprocessed & blocks is to maintain efficient
performance as P'§ changes.

We say that a coder is efficient if it obtains
performance “close 107 an average measured entropy, g,
which will vary as Pg does. Here “close to” usually means
within about 0.2 to 0.3 bits/sample. For very low
entropies a sinaller number would be more appropriate.

111. More On The Preprocessor
A Predictive Preprocessor

For many practical problems (e.g., imaging) the
simple predictive preprocessor shown in Fig. 2 can be
used to establish a good approximation to the desired
conditions for a Standard Source.
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Fig. 2. Basic Preprocessor

The Predictor. The first part of this preprocessor is
a very simple once-dimensional predictor that simply
predicts that the next sample will be the same as the Tast.
This typically produces unimodal crror distributions, often
accurately modelled as Taplacian. The J sample input
sequence X is converted into a 3 sample error sequence A
in the figure. For iniGalization purposes as well as to
allow for an alternate external predictor (e.g., two-
dimensional) the figure also includes a predictor switch,
Vor these reasons, recent VEST implementations include
this feature




The Mapper. The crror distributions generated by
such predictors reliably approximate the condition

pri0) > Prjl) = Pif-1} 2 Pr{2] 2 .. @)

Under most conditions it is a simple matter to map these
positive and negative errors into the non-negative integers
stich that condition (C) for a Standard Source is also well
approximated - simply implement Table 1 which puts
positive errors first or Table 2 which puts nepative errors
first

Table 1. Basic Map”

Yirror Value Aj Mapped b
0 V]
il
1 2
42 3
-2 4
43 5

Table 2. | asic Map”

Frror Value Aj Mapped 6
0 0
! |
4} ?
2 3
42 4
-3 S

But when dills values are close 10 their [imits,
condition (2yand hence condition () cannotbe true for all
values. For example, if an input sanple xj were zero, any
nepative prediction error would be impossible (i.e., with
sero probability). 1f xj = 1, then the only negative error
possibie is -1 and so on.

NMuodified mappin, oy Eables T oid 2owere
defined in Ref. 8 to account for this boundary effect and

remove the zero probability possibilities from the
preprocessor’s output. Hor some test images this netted an
overall performance improvement of about .03
bits/sample.

While casily implemented, the modificd mappings
provided an additional bonus. When input data samples,
xj, arc quantized o n bits, 50 oo are the resulting
preprocessed samples, ;.

A modified mapping was first uvsed in a software image
compressor on the Voyager spacccm{'l.lﬂ All current
nnplementations utilize one of the two modified mapping
functions. Ref. 3 provided the following interesting result:
A *decoder” using the modified map for Table 1 can be
used to decode data that has been generated vsing ithe
modificd map for Table 2, and vice versa.

Preprocessor Switch

While these sample predictive preprocessors arc
applicable to a broad set of real problems, more powerlul,
adaptive or distinetly different forms of preprocessing may
be more suitable to some problems. For this reason,
recent VEST implementations of the techniques deseribed
herein have included a “preprocessor switeh” (see Yig. 1)
1o allow allernate preprocessors o be combined with the
adaptive variable length coding described i tater seclions.

1V. Adaptive Variable Length Coding

We can now focus entirely on the problem ol
cfficiently coding blocks of preprocessed data that exhibit
the characteristics of a Standard Source in A) - D), but
which can rapidly change.

Notation, Definitions

The notation conventions described below are
consistent with those used in many of the principal
references o this work,

Names. The naming of coding algorithms initially
subscripted and superscripted the greek Jetter, g (psi).
Here, and in some of the later refercaces the greek lTetter
will be replaced by the english “PSI”. For example, one
of these coders will appear as

PSTLK

Then, if PSTLk s applied to a block &, the resulting
sequence will be designated

P



Dynamic Range. The range of entropies over
which a particular coder can be viewed as efficient is called
its Dynamic Range.

Concatenation.  The asterisk, *, will be used to
indicate concatenation when cmphasis is needed.

Code Parameters. Some of these will be
introduced as they occur. But we will consistently use the
follewing definitions:

N : the number of code options in an adaptive coder

§ - 8y 8y ... 8y is an inpul block of J preprocessed
samples

n = number of bits of quantization for an inpul sample
[x] = smallest integer greater than or equal 10 X
.\A.m.,v = Jenpth of ,ﬁoﬁ_:o:oow in bits or samples

The Adaptive Coder

Fig. 3 provides a block diagram of a gencral N-option
adantive coder named PSTT1 in Ref. 0.
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Fig 3 The Adaptive Coder

Here, a bank of N-1 coders labeled 1'Slog, PSlag, ..
are shown. The ¢ simply represents the label used for the
jih coder. Yor example, if the jth coder were named
PShwow then (2 WOow.

The adaptive codel works as follows, A decision
mechanism outputs the number, id, of the code option
that would produce the shortest coded sequence when
applicd to the input block 8. Decisions can be based on a

comparison of actual or cstimates of coded results for cach
aleorithin, Phis shartest coded sequence is then

PSlatg (8] 3)

which is passed on to the coder's output and prefixed with
a binary version of the identifier, 1d, denoted as 1D, to el
a decoder which coding alporithim was used to represent 3.
Thus the output of PSITI takes the form

111 (5] = 1D # PSlagq 18] @

Specific Code Options

we can now fill in the general block diagram for
adaptive coder, PSI 1, with very specific code options.

Fundamental Sequence Code, PSIL. Define the
codeword fs[i] by

/\r/\'\
1 7C10CS

The length of vcode word" {s]i] s
(slip = 14 1 bits
Applying fs[-]1 o & we pet
PSHE]: fs(811# fs(821 7 . 518y) (6)

That is. code option PSTL s the application of the "fs
code” in (5) to all the samples of &. "I'he resulting coded
block has been called the Fundamental Sequence (sinee
about 1970).

The fength of a Fundamental Sequence is

2. 8 )

1
ye Z(PSHSD = 14 2
i 1

i.c., "the sum of the samples plus the "DIOCK S176 .

The V'S code is in fact a Huffman code for "some
distribution'. 1t provides cfficient performance, over a
range of entropics from about 1.5 bits/sample up Lo 2.5
bits/sample.

Backup Option. Another extremely simple code
option has been variously called the “backup™ option or
"default option”, originally receiving the desighation
PSI3. 1t is defined by

3
N
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Geperal Split-Sample Modes, The concept of
Split- Sample Maodes (options) as shown in Fig. 4.

R 2= 1] B q—
[ ~ 1
I Lk (Least significant k bits) |
n-bit | 1. t l . N
- PSHi{MnK) * Lk
8 |~ SPLD 1 *} {——
e !
| |
! . PSIi |
| " Mn.k{ | 1 |
os! significant -« -
L nokbis _
Fig. 4. Split-Sample Mode Structure

As shown, cach sample of input & is first "split" into
their least-sienificant k bits and their most-significant n-k
bits. The least-significant k bits of cach sample are
combined to form the block 1 and the most significant
bits are combined into MUK,

The coding of & is completed by coding MUK with an
algorithm named PS1 and then concatenating the result
with Il\ The overall process is named PSTLK so that

PSHLK (8] = PSH MR w1 (9)

We will use specific numbered coders for PSH in this
paper. But more generally 1 in ¥q. 9 is really a naming
Jabel as in Fig. 2.

Simpicest Split -Sample Mode, PSI k. For a
specific coder PS1 in Fig. 4, the parameter k delines a st
of n1 1 code options. Various Split-sample modes have
beenused, statting with anadaptive coder named 1°S14 in
place of PSY back in 197017} But all current interest
focusses onthe set of code options that are obtained by
using PSI1 of Yq. 6 in place of PSHi. this is both because
of the extreme simplicity of these 0Pt ons as well as
evidence of performance optimality under ideal conditions.

Hirst note the following equivalences:

PSY 0: PSIH (1
and

PSY ne PSI3 (1H

so that PSIT and the Bach ap Option are both special cases
of Split-sample Modes.

ven shu Yeh of Goddard Space Flioht Contor st
that it the prediction error distribution (see bag. 2) s

1.aplacian, then the Split-sample code option 1°S1 1Lk is
cquivalentto a Muffman code with its optimun per-
formance centered at k4 2 hilx/xzm)p]c,[3”9] la practice
the Dynamic Range for this code option is approximately
4 (),5 bits/sample and centered around k4 2. Performance
for PSILK is illustrated in Fig. 5.

PSIL K ‘

PERFORMANCE, bits/sample

PSHL ¢

? k4?2
ENTROPY, bits/sample

Fig. 5. PSli1,k Performance

Low Entropy Option. Ref. 3 and carlic
documents defined a code option calted PSHY that operates
cificicntly for entropies from about 0.75 bits/sample up to
1.5 bits/sample. Space does not permit detailed discussion
here. Also Yeh introduced another option that performs
similarty. 1) Later discussions will note approaches for
operating at "very” low entropics. For further discussion,
note that PS10 is a Split-sample Mode 100

PSI0 = PSIOL0 (12)
Adaptive Coder 1'S114

Ref. 3 defines a set of N-option coders named PS114
by including the Backup option and N-1 adjacent Split-
sample maodes from the list in Table 3. The table shows
~ach coder along with their Dynamic Ranges and the
parameter A.

With the selection of Split-sample Modes starting with
row A, the result is an adaptive coder with an extended
Dynamic Range (including the cost of identifiers) starting,
at an entropy of approximately A 4 0.5 and ending at
around min{ A 4 N - 0.5, n}] when & > 1. The lower end
of the Dynamic Range depends on the low-entropy option
that is used. For the one used in Ref. 3, this is around
(.75 bits/sample.



Table 3. Options for PSI14

Split-Sample Dynamic Range
Name {bits/sample) A
1$10,0 (0.75, 1 5) 0
's11,() (1 5, 2.5) 1
'S11,1 (2.5, 3.5) 2
Sk (k4 1.5, k+2.5) k-2
PSI3=1Isll ,11 na na

Fhe paraineier A proy 1S HE 1eans 10 move i e
Dynamic Range (c.g., suppose N=4) over an expected
region of data entropy.

Identifier Overhead. Assuming a standard fixed-
length representation for the code identifier, id (sce IDC) in
Fip. 3), an N option PSI14 requires

[ loga N} /1 bits/sample a3

in overhead. But this apparent penalty is really only a
penalty if the same code option were always selected. But
the varying data characteristics of real data sources will
typically cause enough switching between code options to
more than make up for the identifier’s overhead.
Otherwise, why build an adaptive coder? However, block
size certainly is a consideration. Most versions of PS4
have been built around a block size of J=16 where
overhead is 3/8 bits/sample when N= 8 and 1/4 bits/sample
with N up to 16.

Ref. 3 looks into this issue further, coding sequences
of identifiers with another N=4 option PSY4. Tests
showed that in special sitnations the overall code rate for
an N= 16 option PSH4 could be reduced by as much as 0.1
bits/sample.

Assignment of Identifiers, Ref. 3 sets id = N-|
whenever PSI3 is wvsed, whereas recent hardware
implementations always wse id 2 -1, ANl other
identificr assignments are established by parameter A
which defines the first option in Table 3 that will be vsed.
Basically, the first option used is assigned id = 0, the
following option gets id = 1, and so on. See Ref. 3 for
more details.

Performance  Summary. Fig. 6 roughly
sutnmarizes the performance characteristics of PSH4 with
parameters N and A (assuming nominal values for J).

PS4 with
parameters A, N

N . No Options

PERFORMANCE, bits/sample

¢ | 1.. Starling Option

o

%4 1

//\
Lo
A4 0.5 4+ N-05 i
ENTROPY, bits/sample
Fig. 6. PSI14 Performance Summary

Implementations. Yor A > 1 the Huffman
cquivalent code options that make up a PS1l4
really don't require any memory o store
codewords. This simplicity dramatically cases the
implementation problein.

The Jet Propulsion Laboratory produced the first VI.S1
version of PSI14 in 1990, 1ts parameters were Az 1, I= 16,
n= 12 and N= 11, The decision mechanism for determining,
which of the 11 options to use, was based solely on the
length of the Fundamental Sequence as generated by PS1
(see Y. 7). Space qualified improvements to this first
chip willt be used to support hmaging and another
instrument on the billion dolar Cassini mission.

A more generic VEST coder and decoder were developed
in 1991 at the Microclectronics Resecarch Center, formerly
at the University of ldaho and now located at the
University of New Mexico, under the direction of
Goddard's Warner Miller and Pen-shu Yeh (9LU0] phe
PS114 parameters were A= 1, 1=16, n= 4,5,...,14 and N=12.
The decision mechanisi for this coder vsed calenlations of
the actual code rates for cach option.

Laboratory tests of these 1.2 pm devices showed
coding rates at up o 900 Mbits/sce. FPollowing a
technology ransfer, these chips have been sold
commercially by Advanced Hardware Architectures in
Pulman, Washington.

A software version of PS4 (and more) by Alan
Schlutsmeyer is currently being used to represent the data
of six instruments aboard the Galileo spacecraft now
orbiting Jupiter.H]



On the subject of Galiteo, an carlier adaptive coder that
uses PSI0, PSIH, PS13, an option called PSI2 and Split-
sample modes incorporating PSI2, is the primary engine
of a "lossy" rate controiled hardware  image
con)prcxx(n.lmj This compressor returned the recent
Ganymede pictures that have been widely shown in the
HOWSPAPCTS.

Coder PSH4,K

Look again at the Split-sample Mode structure in
Vig. 4. In developing PS4 we have been utilizing the
cade option PST in place of the general PSI But this s
not necessary. Instead, insert adaptive coder PSHA4 in place
of PSH. Then the split-sample mode PSIiLk becomes
PS114,K (where we now capitalize the K to help keep the
distinction).

The difference now is that instead of an internal codes
with a short Dynamic Range centered around 2
bits/samnple (PS11), the internal coder s one with a broad
and adjustable Dynamic Range (via A). 1f K=0, then
PSii4.0 PS114. As K is incremented by |, the
"effective” Dynamic Range for the internal PS4 s
moved upward by 1 bit'sample.

Thus K acts much like A. But adjusting K can be used,
after the fact, 1o broaden the utility of an existing limited
PSHA (c.o., an §-option coder with A= 1 working on 16
bit data exhibiting entropies ranging from 5 10 12
bis/simple).

Splitting  Before the Preprocessor. Anothes
wnazing result: The splitting of samples for Sphit-sample
Modes can  be  performed  before or after
preprocessing {as described here) with almost identical
performance results, This can be a very useful observation
to keep in mind (i.e., think PS114,K) particulurly when
making wse of an existing but limited PS4, QUIZ:
Vow do you use "a hardware PS4 coder and basic
preprocessor (as in Fig. 2), which is designed to work on
imagpe data quantized o at most n = 12 bits/sample,” to
represent lines of image data quantized to 14 bits/sample?

Some Comparisons

Today's best alternatives 1o this collection of coding
techniques, now widely known as the Rice Algorithns,
include 1.2ZW (Jor mventors Lempel, Ziv and Weleh),
Adaptive Huffman and Arithmetic Coding. Most computet
disk compression programs are based on LZW. Aduptive
Hultoian (2 HUE) is an aleorith that constantly updates
the code being used. Arvithmetic Coding (ARFYHD 3 a

sophisticated  approach  often associated  with the
International Business Machines Corporation.

Tack Venbrux compared the performance of these
alporithims with a version of PS4 on a broad range of
inage data. In these comparisons, cach compression
technigue  used the same  Rice  Algorithm
pr(-pmccssing.|]3] The results are repeated here for
convenience in Fig. 7 and speak for themselves. Later
papers by Venbrux and Yeh also showed a significant
advantage over the lossless mode of JPEG, the
commnercial standard for image cmnm'cssi<m.l9]

Other Rice Algorithms

Refs. 14 and 15 deseribed a globally adaptive, rate
controlled, lossy image compression system called RM2.
To assist in coding the RM2 transform cocfficients,
special techniques were developed and finally described in
detail in Refs. 6 and 16. The adaptive techniques (which
inchuded code options PS19 and 1'S310) provided efficient
representation for very low entropy, non-stationary,
memoryless sources, including a specific method for
coding binary memoryless sources with changing statistic.
The latter algorithins were also used to achieve a 20:1
average compression ratio for the Gamma Ray
Spectsometer on the ik fated Mars Observer spacecralt (and
will be used on 1ts rcpl;a(‘mncnl),[17]

About the CCSDS Standards

The international CCSDS standards reconnmendations
lor Jossless data compression is now nearing completion
in its "red book” phase primarily due to the efforts of
Warney Miller and Pen-shu Yeh of Goddard Space light
Center

The overall coder specification is essentially a modified
version of PS4 deseribed above, with fixed A Yeh has
incorporated an alternate to the PSI0 defined in carlier
references that codes the 2nd extension of incoming
preprocessed data. Additionally, she has introduced a run-
lenpth code option that is very effective in taking
advantage of the occurrence of blocks that are all zero,
something that often happens when data is processed.

The lossless coding Red Book provides specifications
of these new features and other subtleties, as well as
details to ensute compatibility with packet telenmetry
standlards,

Sccond gencration VIS coders and decoders that
support much of the standards specification have been
under development at the Microclectronies Rescarch
Laboratory, University of New Mexico, by Jack Venbrux.
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